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Abstract—In recent years, a lot of researches on AI (Artificial
Intelligence) for Image Synthesis and Image Generation have
been being conducted actively, and state of the art GANs
(Generative Adversarial Networks) for text-to-image have been
able to generate precise images with high photorealism for a
text-based user query (but also no-good images). However, it
is pointed out that the precision of all images generated for a
query has been not always enough high. Therefore, for practical
usages, they are required to be re-ranked and/or filtered based on
some sort of metric(s). This paper proposes a novel metric, R2-B2
(RR-BB), on photorealism, especially “size balance” (i.e., balance
between in-image objects’ size), of a manually or automatically
synthesized image by Regression analysis based on multiple
Recognized objects’ Bounding Box, i.e., the position (x; y) and
size (width, height, or area) of objects recognized in the image.

Index Terms—image evaluation, no-reference image quality
assessment, image quality metrics, object recognition, object
detection, regression analysis, correlation analysis

I. INTRODUCTION

In recent years, a lot of researches on AI (Artificial Intelli-
gence) for Image Synthesis and Image Generation have been
being conducted actively, and state of the art GANs (Genera-
tive Adversarial Networks) [1], [2] for text-to-image have been
able to generate precise images with high photorealism for a
text-based user query (but also no-good images). However,
it is pointed out that the precision of all images generated
for a query has been not always enough high.Therefore,
for practical usages, they have been yet required to be re-
ranked and/or filtered based on some sort of metric(s) [3]–
[6]. This paper proposes a novel R2-B2 (RR-BB) metric on
photorealism, especially “size balance” (i.e., balance between
in-image objects’ size) or “size sense” [7], of a manually
or automatically synthesized image by Regression analysis
based on multiple Recognized objects’ Bounding Box, i.e.,

the position (x; y) and size (width, height, or area) of objects
recognized in the image.

Figure 1 shows no-good images without photorealism, es-
pecially size balance, generated and selected by the Parti
(Pathways Autoregressive Text-to-Image) model [2], that is
reported to be the SOTA (State-Of-The-Art) text-to-image with
MS-COCO-FID-30K = 7:23 on July 22nd, 2022 [8]. And also
Figure 1 shows their CLIP [4] score for their text-based query,
that is a similarity between an image and a text-based query,
and the proposed R2-B2 score for no extra input(s) such as a
text-based query and a reference image [11], [12]. They have
high similarity (i.e., CLIP score) for their text-based query,
but seem to be low balance between in-image objects’ size in
the real world. Therefore, their R2-B2 score is required to be
calculated to be low by the proposed method, while the R2-B2
score for generated images (a,b,c) with some failures for their
query but with high size balance and a real photo image (d)
in Figure 2 is required to be calculated to be high.

II. RELATED WORK

The proposed method to calculate the novel R2-B2 metric
on “size balance” (i.e., balance between in-image object’s size)
of an input image is mainly related to the research fields
of IQA (Image Quality Assessment) [9]–[18], IQMs (Image
Quality Metrics) [20]–[22], Image Evaluation [3]–[6] for a
text-based query, and Image Retrieval [23], [24]. These are
very similar to each other, because IQA, IE, and IR other
than IQMs also use some sort of metric(s) for an input image.

The research field of IQA, especially not subjective but
objective IQA, has a lot of existing researches, and is di-
vided into three kinds of IQA: FRIQA (Full-Reference IQA)
[11], [12], RRIQA (Reduced-Reference IQA) [13]–[15], and
NRIQA (Non-Reference IQA) [16], [17]. NRIQA is to assess
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Fig. 6. The dependency of SRCC (Spearman’s Rank Correlation Coefficient)
between the proposed R2-B2 score (by TensorFlow 2 Object Detection API
[30]) and zoom [%] on its threshold �.
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